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This research aims to predicting the delay of book return in the Airlangga 

University library by using machine learning algorithms. With the consideration 

of approximately 1600 circulation documents from January to December 2023, 

several algorithms including Naïve Bayes, Support Vector Machine (SVM), 

Random Forest, Logistic Regression, Neural Networks, and Gradient Boosting 

are utilized. The Naïve Bayes model prove to be the most effective model by 
92.7% accuracy and 97.7% precision in predicting return delay. The analysis of 

feature importance has demonstrated that a handful of features, especially days 

overdue, loan duration, and return date, are the main predictive variables for delay 
prediction in book returns outcomes. From this study, the Naïve Bayes can be an 

effective predictor of book return delays in Airlangga University library in order 

to improve user satisfaction, potentially notifying user in advance and offering 
alternatives. This study provided a promising picture about machine learning 

applications in library management systems for practical resource allocation and 

service quality improvement related to book return delays. 
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KATA KUNCI A B S T R A K  

Prediksi Keterlambatan Pengembalian 

Buku, Pembelajaran Mesin, Naïve 

Bayes, Dokumen Sirkulasi, Sistem 

Manajemen Perpustakaan 

Penelitian ini bertujuan untuk memprediksi keterlambatan pengembalian buku di 

Perpustakaan Universitas Airlangga dengan menggunakan algoritma 

pembelajaran mesin. Dengan mempertimbangkan sekitar 1600 dokumen sirkulasi 
dari Januari hingga Desember 2023, beberapa algoritma termasuk Naïve Bayes, 

Support Vector Machine (SVM), Random Forest, Regresi Logistik, Jaringan 

Syaraf Tiruan, dan Gradient Boosting digunakan. Model Naïve Bayes terbukti 

menjadi model yang paling efektif dengan akurasi 92,7% dan presisi 97,7% dalam 

memprediksi keterlambatan pengembalian. Analisis kepentingan fitur telah 

menunjukkan bahwa beberapa fitur, terutama hari keterlambatan, durasi 
pinjaman, dan tanggal pengembalian, merupakan variabel prediktif utama untuk 

prediksi keterlambatan dalam hasil pengembalian buku. Dari studi ini, Naïve 

Bayes dapat menjadi prediktor yang efektif untuk keterlambatan pengembalian 
buku di Perpustakaan Universitas Airlangga untuk meningkatkan kepuasan 

pengguna, berpotensi memberi tahu pengguna sebelumnya dan menawarkan 

alternatif. Studi ini memberikan gambaran yang menjanjikan tentang aplikasi 
pembelajaran mesin dalam sistem manajemen perpustakaan untuk alokasi sumber 

daya praktis dan peningkatan kualitas layanan terkait keterlambatan pengembalian 

buku.  
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1. Introduction 

Library functions are critical in ensuring that learning 

activities are supported and that persons get access to 

the knowledge resources [1]. Another important aspect 

of library collection management is the timely return of 

borrowed materials. This activity is critical in ensuring 

equity in access and satisfaction among users [2].  

Book return delays tend to be a recurrent source of 

problems in almost all academic libraries and affect 

resource availability and general library service quality 

[3]. It strikes directly at the core principles of library 

management, calling for effective resource allocation, 

user satisfaction, and strategies to keep a well-working 

collection [4]. The return of most books very often 

goes late into the days that are mainly important for 

library operations. Returns being delayed mean that 

other users will not be able to access and use the book 

during that period of time, hence affecting the process 

of managing the book collection as well as resulting in 

a significant cost, including replacement costs [5], [6]. 

Further, over time, users become cynical owing to 

chronic late returns and therefore may not visit the 

library [7]. Traditionally using reminders for due dates, 

overdue fees, and manual tracking, libraries manage 

book returns [8].  

However, these approaches have failed pretty much 

because of systemic delays [9]. The analysis of the data 

in relation to the mining of patterns in the use of 

libraries is quite essential as it can help in making well-

informed decisions in regards to the users’ data in the 

libraries [10]. Thus, the application of automation 
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algorithm such as machine learning is necessary to 

predict the delay in book returns.  

Meanwhile, several studies have explored machine 

learning in different activities in libraries. For instance, 

certain research looked into the use of machine 

learning in book borrowing patterns forecasting and 

estimation and thus providing sufficient evidence on 

the relevance of these methods in predicting circulation 

[11], [12]. Different research examined the possibility 

of employing neural networks for book 

recommendation system in universities and the scope 

of applicability of the models when the borrowing 

transactions are substitutive [13], [14]. Researcher 

utilized machine learning algorithm to predict the 

favourite books, showcasing the potential of these 

techniques for personalized library services [15]. 

Furthermore, machine learning has successfully 

predicted the availability of books which can help 

libraries manage inventory more effectively, ensuring 

that books are available when needed [16], [17]. 

Although exploration has been undertaken towards 

advanced machine learning models for several library 

tasks, machine learning applications to predict book 

return delays in university libraries remains 

underexplored.  

The research gap highlights the need for further 

investigation into feature engineering adapted to 

predict book return delays, as well as performance 

comparison of different machine learning algorithms in 

this particular task. This study aims to contribute to this 

gap by identifying and developing as well as evaluating 

a machine learning model which will adequately 

determine the delay with regards to book returns in a 

case study at Airlangga University library. 

The structure of the article "Predicting Book Return 

Delays in Airlangga University Library: A Machine 

Learning Approach" consists of several key sections. It 

begins with the introduction explains the importance of 

libraries and the issue of book return delays, as well as 

the need for machine learning applications. The 

literature review discusses previous research related to 

the use of machine learning in libraries and identifies 

research gaps in predicting book return delays. The 

methods section covers the dataset, exploratory data 

analysis, data preprocessing, algorithm selection, and 

model training. The results and discussion present 

performance metrics, feature importance analysis, and 

a comparison of the Naïve Bayes and SVM models. 

The conclusion summarizes the findings and practical 

implications, concluding with acknowledgments, 

conflict of interest statements, author contributions, 

and references. 

2. Research Method 

This section describes about the data acquisition as 

well as exploratory data, data preprocessing, the 

rationale behind the chosen machine learning 

algorithms, and the model training process employed in 

this study. Figure 1 shown the flowchart describes the 

typical steps involved in machine learning research 

about predicting book return delays in a case study at 

Airlangga University library. 

 

 

Figure 1. Flowchart of the research methodology 

2.1. Dataset Acquisition 

The dataset for this study is obtained from the 

Airlangga University library's circulation records. It 

encompasses a comprehensive collection of historical 

borrowing transactions, spanning from January to 

December in the year 2023 and comprises the records 

of approximately 1600 borrowed books circulation. 

Each transaction records includes a variety of 

information are partially shown in Table 1. 

Table 1. Partial raw data on daily book circulation in the year 2023 at Airlangga University library 

Inventory number Bibliographic Data Date Burrowed Due Date Date Returned 

3556062111 
Mengenai hukum: suatu pengantar Yogyakarta Liberty 2005 
LAW 340 

04/01/2023 
08/02/202
3 

26/01/2023 

3006082111 
Bab-bab tentang penemuan hukum Jakarta: Citra Aditya Baktu, 

1998 LAW 340 
04/01/2023 

08/02/202

3 
26/01/2023 

 

 2.2. Exploratory Data 

Based on the statistics of book circulation data, the 

diagram of the monthly books borrowed and overdue 

volume of the library change in 2023 is shown in 

Figure 2. This figure suggest that volume borrowed 

book and overdue rates in Airlangga University library 

are influenced by academic calendars and seasonal 

patterns. 
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Figure 2. Monthly book circulation and overdue statistics, Airlangga 

University Library, 2023 

2.3. Data Preprocessing 

In order to prepare the dataset for training machine 

learning models, the following data preprocessing steps 

will be discussed below. 

2.3.1. Handling Missing Values 

The missing values within features will be addressed 

using appropriate techniques such as imputation with 

mean/median for numerical data or creating a separate 

"unknown" category for categorical data. 

2.3.2. Feature Engineering 

The features will be extracted from dataset as partially 

shown in Table 1 to enhance predictive ability. The 

features data for predicting delays in the book returns 

include borrow date, due date, return date, loan 

duration, days overdue, book category, classification 

number, and year published. 

2.3.3. Data Target 

The target variable for the purpose of predicting delays 

in the return of books has been labelled into two 

classes as on time and overdue. 

2.4. Machine Learning Algorithm Selection 

The next important step in the selection of machine 

learning algorithms for the predictions of book return 

delays relies on understanding the dataset and the goals 

to achieve. In this study, several machine learning 

algorithms are explored and compared the prediction 

results; each with its own strong point. 

Gradient Boosting is the first of these: it offers a robust 

technique for ensemble learning, and it is pretty 

capable in finding complex structure in data [18]. This 

is because it combines lots of weak models to yield a 

strong predictor, thus making it classically very good at 

improving accuracy. While, Random Forest, an 

ensemble one which has other powerful ways to deal 

with data, being slightly better in classification tasks 

[19]. Whereas this included handling big data sources, 

it had reduced risk of overfitting, which can be a 

common pitfall in machine learning. 

Logistic Regression is the best straightforward one 

among the rest for simpler cases of binary 

classification problems [20], [21]. Easy interpretation 

is a great advantage when it comes to understanding 

what influences book return delays. By contrast, 

Support Vector Machine (SVM) would be more 

flexible, since SVM could be used for both 

classification and regression tasks, while doing well in 

a high-dimensional space, this property made it another 

important means of analyzing complex data, such as 

book circulation data in library [22]. 

Also explored Neural Networks, which learned the 

complex relationships in the vast dataset quite well 

[22]. The flexibility associated with the networks 

enables them to model intricate patterns that cannot be 

detected by other algorithms. Finally, we added Naïve 

Bayes, a probabilistic classifier based on Bayes' 

theorem [23]. In fact, such classifier would be very 

handy when working on text classification or similar 

tasks, thus making significant inroads in prediction 

based on probabilities.  

Ultimately, the choice of which algorithm to use will 

depend on several key factors: how the model to be, the 

computational resources available, and how easily we 

can interpret the results. By weighing these 

considerations, in order to select the best approach for 

predicting book return delays effectively. 

2.5. Model Training and Validation 

The dataset will be randomly split into a training set 

(75% of dataset) and a testing set (25% of dataset). 

Since the 75%/25% split is a common compromise the 

provide sufficient data for training while retaining 

enough data for robust testing [24]. The training set 

will be used to train the selected machine learning 

models. According Figure 1, thus the book circulation 

in year 2023 from January to September will be 

utilized as training dataset (75% of dataset), remains as 

the testing dataset. K-fold cross-validation (with k=10) 

will be applied to assess model generalization and 

prevent overfitting. Model performance will be 

evaluated based on metrics such as classification 

accuracy (CA), precision, train time and area under the 

curve (AUC), ensuring a comprehensive assessment of 

predictive capability. 

3.  Result and Discussion 

This result section about the performance models, the 

features factor analysis, and the evaluation the machine 

learning models into testing dataset. 

3.1. Performance Metrics and Model Comparison 

The Table 2 shown the performance metrics of several 

machine learning algorithms applied to the task of 

predicting book return delays. The metrics considered 

are Accuracy (CA), Precision, Train Time, and AUC. 

Overall, Naïve Bayes emerges as the top-performing 

model with the highest accuracy (0.927) and precision 

(0.977). This suggests that Naïve Bayes is effective in 
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correctly identifying both true positives and true 

negatives, making it a reliable model for this prediction 

task. 

Table 2. Performance of several machine learning algorithm for 

prediction book return delay 

Model CA Precision Train time AUC 

Naïve Bayes 0.927 0.977 0.051 0.968 
kNN 0.918 0.908 0.055 0.916 

Logistic 

Regression 
0.889 0.864 0.116 0.875 

Random 

Forest 
0.835 0.816 0.337 0.828 

SVM 0.314 0.233 0.653 0.314 
Gradient 

Boosting 
0.957 0.924 0.671 0.928 

The kNN and Logistic Regression models shown 

relatively strong performance, with accuracy and 

precision values above 0.8. However, these two models 

are outperformed by Naïve Bayes model. On the other 

hand, Random Forest and SVM shows significantly 

lower performance, particularly in terms of precision. 

This indicates that both Random Forest and SVM 

models may struggle to accurately identify true 

positives, leading to a higher number of false positives. 

In terms of training time, Naïve Bayes and kNN are the 

most efficient models, requiring less than 0.1 seconds 

to train. Logistic Regression and Random Forest have 

longer training time, while Gradient Boosting takes the 

longest. But this model ends up having the best 

accuracy of all the others. The AUC (Area Under the 

Curve) metric provides insights into the model's ability 

to distinguish between positive and negative classes. 

Naïve Bayes model demonstrates strong performance 

with an AUC of 0.968 (see Table 2), indicating its 

ability to accurately rank instances based on their 

probability of being positive. From the data availed, the 

model that best fits the prediction of delays in book 

returns is the above Naïve Bayes models as far as 

accuracy, precision, and computational efficiency are 

concerned. 

Table 3. Confusion matrix of Naïve Bayes model 

   Predicted 

 Actual 

  On Time Overdue 

On Time 1046 8 

Overdue 6 252 

Table 3 shown the confusion matrix for the Naïve 

Bayes model reveals a high level of accuracy in 

predicting book return delays. The model correctly 

classified 1046 books as being returned on time and 

252 books as being overdue. With only 8 false 

positives and 6 false negatives, the model demonstrates 

strong performance in both sensitivity (correctly 

identifying overdue return books) and specificity 

(correctly identifying on-time return books). 

3.2. Feature Importance Analysis 

The feature factors analysis obtained through training 

proses in Naïve Bayes model. Figure 3 shows the 

ranking of the importance of various feature factors 

that affect the books return delay. From the figure 3, 

we can see that Days Overdue feature has the highest 

score, indicating that the number of days overdue is the 

most significant factor in predicting whether a book 

will be returned late or not. Other factors such as Loan 

Duration (days) feature and Return Date feature also 

have quite high scores, indicating that the duration of 

the loan and the actual return date also affect delays. 

Factors such as Borrow Date, Due Date, Book 

Category, Classification Number (DDC), and Year 

Published have lower scores, meaning that these 

features influence on the delay in returning books is not 

as great as other features. 

 

Figure 3. Ranking of feature factors for book return delay prediction 

3.3. Comparation of Naïve Bayes and SVM Model 

Prediction on Books Return Delay 

In order to evaluate the prediction performance of 

books return delay, thus we utilize the testing dataset 

(25% dataset,) to SVM and Naïve Bayes model, where 

the SVM has the worst in term of accuracy. The Table 

4 show partial results of predicting book return delays 

using SVM and Naïve Bayes models. It compares the 

actual label of book return delay status with the 
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predictions made by both models. The data reveals that 

the Naïve Bayes model tends to be more accurate in 

predicting overdue or on time of books return status 

than SVM, even Naïve Bayes prediction results almost 

agree with the actual label. For example, the book 

category Civil Law (the fourth row of data in Table 4) 

should have been returned on time to the Airlangga 

University library, but the SVM model predicted a late 

return, while Naïve Bayes had the correct prediction. 

For accumulative actual versus prediction results of 

SVM and Naïve Bayes model was shown in Figure 4. 
 

Figure 4. Comparison of actual and predicted overdue books using 

SVM and Naïve Bayes on testing data 

Table 4. Partial testing dataset of prediction book delay result of SVM and Naïve Bayes, including the actual label of book return delay status 

Borrow 

Date 

Return 

Date 

Days 

Overdue 
Book Category 

Label of Book 

Return Delay 

Prediction Results 

of SVM 

Prediction Results of 

Naive Bayes 

19/10/2023 23/10/2023 0 Law-Philosophy On Time On Time On Time 
19/10/2023 23/10/2023 0 Law - Philosophy On Time On Time On Time 

19/10/2023 23/10/2023 0 Islamic Ethics On Time On Time On Time 

20/10/2023 06/11/2023 0 Civil Law On Time Overdue On Time 
20/10/2023 02/01/2024 21 Democratic Government Overdue Overdue Overdue 

20/10/2023 11/12/2023 0 Political Rights Overdue Overdue Overdue 

20/10/2023 23/10/2023 0 
Bank & Banking-
Religious Aspects 

On Time On Time On Time 

20/10/2023 23/10/2023 18 Risk Management Overdue Overdue Overdue 
20/10/2023 23/10/2023 0 Intellectual Property On Time On Time On Time 

20/10/2023 23/10/2023 0 Kekayaan Intelektual On Time On Time On Time 

20/10/2023 23/10/2023 0 
Trademark - Law and 
Legislation 

On Time On Time On Time 

20/10/2023 23/10/2023 0 Intellectual Property On Time On Time On Time 

20/10/2023 23/10/2023 0 Japanese On Time On Time On Time 

20/10/2023 23/10/2023 0 
Asia, Southeastern-

History 
On Time On Time On Time 

20/10/2023 03/01/2024 0 Social Fiction On Time On Time On Time 
20/10/2023 27/10/2023 0 America Fiction On Time On Time On Time 

23/10/2023 08/12/2023 0 Alderian Psychology On Time Overdue Overdue 

23/10/2023 08/12/2023 0 
Social Capital - 
Sociological Aspects 

On Time On Time On Time 

 

Figure 4 show a bar chart which compares the actual 

number of overdue books to the predicted number of 

overdue books, using a testing dataset, for October, 

November, and December 2023. The SVM model 

consistently overestimated the actual number of 

overdue books, while Naive Bayes tends to bend just a 

little closer to reality. This indicates that the Naive 

Bayes model can predict overdue books quite 

accurately; it may be a more trustworthy option for 

such case due to its usual not very conservative 

forecasts. The SVM again suffered from most 

inaccurate metrics in terms of defaulting overdue 

books, having most estimates crossing the threshold 

quite widely. For instance, in November 2023, the real 

overdue books increased to 49, while SVM indicated 

the figure at 55. 

This research findings indicate that the Naïve Bayes 

model is the most effective in predicting book return 

delays based on performance metrics such as accuracy 

(92.7%), precision (97.7%), and AUC (96.8%). This 

advantage reflects the model's ability to accurately 

identify both on-time and late book returns while 

minimizing classification errors. Additionally, its very 

short training time (0.051 seconds) makes Naïve Bayes 

a computationally efficient choice compared to other 

models like Gradient Boosting, which, despite having 

the highest accuracy (95.7%), requires a longer training 

time (0.671 seconds). The k-Nearest Neighbors (kNN) 

and Logistic Regression models also demonstrated 

good performance with accuracy above 88%, but they 

fall short compared to Naïve Bayes in terms of 

precision and training time efficiency. On the other 

hand, models like Support Vector Machine (SVM) 

showed the worst performance, with an accuracy of 

only 31.4%, making them unsuitable for this task. 

These findings are consistent with previous literature, 

which shows that Naïve Bayes often performs well in 

probabilistic classification tasks, especially when the 

dataset has clearly independent features [25]. However, 

these results also highlight the limitations of the SVM 

model, which may be due to its sensitivity to kernel 

parameters and the need for more complex parameter 

tuning [26]. Feature analysis shows that Days Overdue 

is the most significant factor in predicting book return 

delays, followed by Loan Duration and Return Date. 

Features such as Borrow Date, Due Date, book 
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category, classification number (DDC), and publication 

year have a smaller impact on predictions. This insight 

provides libraries with guidance to focus on managing 

loan durations and return dates to reduce delays. 

Moreover, minimizing book return delays has a 

significant impact on user satisfaction in libraries [27] 

and the use of technology, along with effective 

overdues policies and procedures, plays a crucial role 

in improving user satisfaction and reducing book return 

delays [17]. As in research conducted which states that 

delays in returning books have a significant impact on 

borrowing library collections, with an influence of 

41.47% on the efficiency of circulation services [28]. 

This research supports the importance of predicting 

delays as a preventive measure to improve the 

efficiency of library services. Likewise, certain 

research highlights the importance of using technology 

such as automatic notifications before due dates to 

reduce delays [29]. This is relevant to current research 

findings which show that predictive models such as 

Naïve Bayes can be used to identify users who are at 

risk of being late, so that libraries can provide early 

warning. 

4.  Conclusion 

In this research, it was successful in applying a 

machine learning method where Naive Bayes 

algorithm was able to carry out the prediction of the 

delayed return of books on Airlangga University 

library. The model showed an encouraging result by 

being above the many machine learning models with 

respect to accuracy and precision computation 

efficiency where it has 92.7% Naïve Bayes accuracy in 

prediction and 97.7% precision. In terms of 

computational efficiency measured through train time, 

the Naïve Bayes is 0.051 seconds. The analysis also 

highlighted the predictive importance of several 

features. These are category of book, publication year, 

and loan duration, further seen to greatly contribute to 

prediction accuracy. The understanding of these 

features will enable Airlangga University library or 

other university libraries to address the approaches 

regarding to collections that tend to delay in returns. 

Such findings have practical implications for library 

services, to be specific in Airlangga University. 

Airlangga University library can optimize library 

operations, improve resource allocation, and then 

enhance user satisfaction by using insights from this 

study.  
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